RESEARCH ARTICLE

JSLS

Artificial Intelligence in Medicine: A Specialty-Level
Overview of Emerging Al Trends

Jesse L. Popover, Spencer P. Wallace, Jeremie Feldman, George Chastain, Chris Kalathia,
Adnan Imam, MD, Majd Almasri, MD, Paul G. Toomey, MD

ABSTRACT

Objective: Artificial intelligence (AD is a turning point in
medical advancement. Despite the burgeoning research in
this field, there exists a general lack of overview of where Al
is being most utilized. This study reviews and describes
techniques and trends of Al in the major medical specialties.

Method: A literature search was conducted through
PubMed in 2024 using two different search methods.
Twenty-nine medical specialties were included, includ-
ing all 24 major medical board specialties and five addi-
tional subspecialties.

Results: There were 143,578 publications involving Al
identified with most these (87%) published in the last ten
years (124,206) and 52% (74,239) in the last two years.
Radiology and Pathology publications were the largest
cohorts, 18% (25,319) and 17% (23,828), respectively.
Plastic Surgery (1,053), Hepatobiliary (662), and Allergy/
Immunology (449) were the least published. There has
been a 10,859% growth rate in annual publications across all
medical specialties, with Ophthalmology and Preventative
Medicine being the fastest-growing areas of research despite
Radiology and Pathology being the most researched to date.
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Conclusion: This review underscores Al’s profound
impact on medical research, highlighting its signifi-
cant growth and utilization across various specialties.
AT’s influence is most pronounced in Radiology and
Pathology, but the substantial increase in publications
in Ophthalmology and Preventative Medicine suggests
new emerging areas of focus. The ongoing expansion
of Al in medicine presents a promising horizon for
addressing complex healthcare challenges, fostering a
deeper and more comprehensive integration across all
specialties.

Key Words: Artificial intelligence, Computer vision,
Healthcare trends, Medical imaging, Multispecialty.

INTRODUCTION

The introduction of machine learning into the field of
healthcare is a promising technology that has the poten-
tial to address many of the less-nuanced tasks in medicine
such as billing, transcription, scribing and encounter sum-
maries."* Artificial intelligence (AD) has been widely dis-
cussed in the last few years following the introduction of
Al chatbots and other Al-assisted technologies to the pub-
lic. In April of 2024, despite the rapid onset of Al-focused
research and the introduction of Al-healthcare startups,
only four of the 50 highlighted privately-held startups in
Forbes AI50 were healthcare or medicine-focused tech-
nologies.® This is juxtaposed with the increasing enthusi-
asm behind AI and medicine, which indicates a potential
disconnect between the medical industry and medical
academia.

There is an intense amount of data coming out regard-
ing AI in healthcare. However, there is a lack of data
regarding its utilization by medical specialties. This
study intends to evaluate emerging Al trends across dif-
ferent medical specialties, review its application in the
literature and assess the state of clinical, academic, and
commercial implementation.
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Table 1.

The Major Medical Specialties and Their Exact Terms Explored
in the Literature Search

Allergy and Interventional

Immunology Radiology Pediatrics

Anesthesiology Medical Genetics Physical

“OR” Genomics Rehabilitative

Medicine

Colorectal Neurology Plastic Surgery

Surgery

Dermatology Neurosurgery Preventative
Medicine

Emergency Nuclear Medicine Psychiatry

Medicine

Family Medicine

Gastroenterology
General Surgery
Hepatobiliary

Internal Medicine

Obstetric “OR”
Gynecology

Ophthalmology
Orthopedics
Otolaryngology
Pathology

Radiation Oncology

Radiology
Thoracic Surgery

Urology

METHODS

A literature search was undertaken through PubMed
between March 2024 and April 2024. Publications were
searched for application of Al in each medical specialty
and searched under two independent groups. Group 1
included results with the following criterion: “Artificial
intelligence AND [medical specialty],” where [medical

Method 1 Search

PubMed Query: (“artificial
intelligence” AND “[medical
specialty]”

.| Automatic Filter

Yearly Publications

Total Searches
(29 specialties)

specialty] refers to one of the 29 specialties queried listed
in Table 1. The search reflects gross discussion of Al in
the medical specialties. Group 2 included results yielded
from the following criterion: “Artificial intelligence[Title]
AND [medical specialty],” where the “[Title]” function
serves to search for only publications with Al in the title
of the article. Group 2 reflects publications where Al
serves a functional role in the studies’ research and find-
ings, allowing the application of a filter for trial-based
research. Search results were limited to the past 10 years
to keep clinically relevant trial data only. The full diagram
of search criteria is outlined in Figure 1.

The raw data were collected as comma-separated value
spreadsheets and stored in Microsoft Excel. Results are writ-
ten as the number of publications in a 20-year period, ten
year period and year-by-year period, as well as percent pub-
lished and growth rate as a function of %Change =
End Date —_Start Date 3y cumulative growth as a function

Start Date

H —  Sum Total Publications — Start Date
of Cumulative Growth = Siart Dote .

Twenty-nine medical specialties were queried, using the 24
major American medical board specialties with the addition
of four subspecialties we felt needed their own category such
as Hepatobiliary, Gastroenterology, Radiation Oncology and
Interventional Radiology. Additionally, the American Medical
Board of Psychiatry and Neurology represents two closely-
linked, separate specialties and were separated in search
results. Obstetrics and gynecology included a unique OR
function as follows: “Artificial intelligence AND (Obstetrics
OR Gynecology)”. We calculated publication per 1,000 physi-
clans per specialty using the American Board of Medical

Method 2 Search
PubMed Query: (“artificial
intelligence[Title]” AND “[medical
specialty]”

Artificial intelligence in title

Automatic Filter
Last 10 Years*

Automatic Filter
Clinical Trials

Total Searches
(29 specialties)

Figure 1. Design method for group 1 and group 2 searches. In group 1, upon analysis of year-to-year publication data, results were
separated into 4 nonmutually exclusive groups, filtering for the last 2, 5, 10, and 20 years. In group 2, only yields in the last 10 years

were included.
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Specialties ABMS Board Certification Report to assess propor-
tional AT utilization by specialty.*

RESULTS

Group 1 Literature Search

A total of 143,578 publications were yielded in group 1
searches since 1980. Approximately 87% (124,206) and
97% (139,690) of these publications were in the last ten
years (2013-2023) and 20 years (2003-2023), respectively.
Radiology and Pathology dominated medical research in
AL occupying the highest number of publications compris-
ing 18% (25,319) and 17% (23,828) of total publications
over a 20-year period (2003-2023) (Figure 2). Radiology
has maintained being the most published specialty with AT,
as in the last two years there were 14,228 publications

JSLS

which occupied 19% of results yielded between 2021 and
2023. This contrasts with Pathology which has experienced
a decline in publication shareholder with 10,352 (14%),
indicating a potential decline in AI utilization for
Pathology. The third, fourth and fifth most published spe-
cialty over the past 20years being Physical Rehabilitative
Medicine (6%, 8,301), Internal Medicine (5%, 6,771), and
Urology (5%, 6,435), which is very different compared to
the past 2 years which were Internal Medicine (6%, 4,431),
Neurology (5%, 3,565), and Pediatrics (5%, 3,383). The
first, second, and third least published specialties in
the last 20years were Allergy Immunology (0.3%,
449), Hepatobiliary (0.5%, 662), and Plastic Surgery
(0.8%, 1,053), which was in fact maintained for the
past two years as well. The total number of publica-
tions over a 2-, 5-, 10-, and 20-year period are shown
in Figure 3.

Articles Yielded in the Past Ten Years with Artificial Intelligence Per Specialty

Otolaryngology
sl <1%

Hepatobiliary <1%

Allergy Immunology <1%

Radiology
18.2%

Pathology
16.4%

Physical Rehabilitation
5.4%

Internal Medicine
5.2%

Urology
4.7%

Plastic Surgery

<1% Colorectal Surgery

1.2%Preventative Medicine

Dermatology

1.3%

Interventional Radiology
1.3%

Anesthesiology

1.5%

Family Medicine
1.7%

Genetics and Genomics
1.7%

Emergency Medicine
1.9%
Gastroenterology
2.0%

Thoracic Surgery
2.1%

Obstetrics and Gynecology
2.2%

Orthopaedics

2.3%

Radiation Oncology
2.6%

Ophthalmology

2.8%

Neurosurgery

3.1%

Nuclear Medicine
3.3%

General Surgery
3.5%

Psychiatry

3.6%

Pediatrics

4.1%

Neurology

4.4%

Figure 2. Proportions of medical specialties with publications regarding Al.
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Number of Publications Within 2, 5, 10 and 20 Years
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Figure 3. Medical specialties and their respective gross number of publications regarding artificial intelligence in the last 20, 10, 5,
and 2 years. Bar peaks represent cumulative publications over 20 years, with each bar section representing their own respective peri-
ods for publication. Dark blue (2021-2023), orange (2018-2020), green (2013-2017), and light blue (2003-2012).

Growth rate was measured as an indicator of growing fields
in Al and medicine. Despite Radiology and Pathology
experiencing the biggest boom and largest shareholder
of medical research in Al the fastest growing fields were
Ophthalmology, Preventative Medicine and Medical
Genomics at 45,700%, 37,500%, and 20,500% growth
rate, respectively, in the last 20 years. The last two years
reflect a much different field, with Plastic Surgery,
Interventional Radiology and Otolaryngology with the
highest 2-year growth rate at 126%, 74%, and 72%,
respectively. Growth rates, shareholder percentage and
raw number of publications are shown in Table 2 for all
medical specialties in group 1. Overall, the dominance
of Radiology and Pathology in the last 20 years is clear,
despite the rapid growth of some other specialties
(Figure 4, Supplementary Figure S1).

Group 2 Literature Search

A total of 15,236 articles were yielded in group 2 searches
since 2013. Radiology and Pathology consisted of 21%
(3,124) and 12% (1,876) of this search, which required “arti-
ficial intelligence” to be in the title of the article. Four fields
were tied for third most populous at 5% each in total publi-
cations, Gastroenterology (826), Ophthalmology (825),
Pediatrics (748), and Internal Medicine (746). The first, sec-
ond and third least published specialties in the last 10 years
were Allergy/Immunology (0.3%, 52), Hepatobiliary (0.5%,
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70), and Otolaryngology (1%, 147). There is a notable dis-
connect between the two groups in regard to one specialty
in particular: Preventative Medicine. Despite ranking third
most researched in terms of publications in group 1,
Preventative Medicine ranked poorly in the group 2
searches as the 23rd most published. Additionally, despite
the effort to screen papers between 2013 and 2023, 3 spe-
cialties had all of their publications in a period more recent
than 2013. They were Allergy/Immunology (2016-2023),
Colorectal Surgery (2016-2023), Hepatobiliary (2016-2023),
and Interventional Radiology (2015-2023) (Figure 5).

Group 2 results were further selected for clinical trial
specific data, in which search parameters included a
“clinical trial” or “randomized controlled trial” filter in
PubMed. Despite the large number of results, only 1.7%
(273) of group 2’s results were found to be clinical trials.
Radiology and Pathology maintained their two highest
positions at 41 and 35 published research articles, fol-
lowed by Gastroenterology (27) and Internal medicine
(20) (Figure 6). All were published within the last ten
years per search parameters.

In an attempt to better represent the data, we normalized
publications in group 1, group 2, and group 2 Trial total
publication yields to the number of publications in each
specialty per 1,000 physicians per the American Board of
Medical Specialties Board Certification Report. Interestingly,
Nuclear Medicine and Medical Genomics and Genetics
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Total Publications, Percent Shareholder, and Growth Rz?eb }rel 59 Medical Specialties over a 2-, 10-, and 20-Year Period
2-Year Period 10-Year Period 20-Year Period

Medical Specialty Total Sum % Total % Growth Total Sum % Total % Growth Total Sum % Total % Growth
Allergy Immunology 257 0.3% 2% 424 0.3% 2,075% 449 0.30%  2,800%
Anesthesiology 1,253 1.7% 41% 1,901 1.5% 1,278% 2,032 1.50%  9,820%
Thoracic Surgery 1,259 1.7% 38% 2,117 1.7% 3,06% 2,937 2.10%  600%
Colorectal Surgery 756 1.0% 62% 1,173 0.9% 386% 1,319 0.90%  6,020%
Dermatology 1,050 1.4% 25% 1,610 1.3% 5,063% 1,668 1.20%  13,667%
Emergency Medicine 1,823 2.5% 23% 2,575 2.1% 6,420% 2,644 1.90%  10,767%
Family Medicine 1,221 1.6%  32% 2,087 17%  2,665% 2,170 1.60%  15,567%
General Surgery 2,629 3.5% 51% 4,128 3.3% 559% 4,825 3.50%  4,924%
Hepatobiliary 415 0.6% 47% 623 0.5% 1,047% 662 0.50%  17,100%
Internal Medicine 4,431 6.0% 35% 6,496 5.2% 3,213% 6,771 4.80%  15,564%
Interventional Radiology 1,150 1.5% 74% 1,656 1.3% 4,409% 1,724 1.20%  16,433%
Gastroenterology 1,996 2.7% 20% 2,798 2.3% 3,700% 2,864 2.10%  17,950%
Medical Genetics and Genomics 1,183 1.6% —1% 2,405 1.9% 1,321% 2,499 1.80%  20,500%
Neurosurgery 2,344 3.2% 39% 3,905 3.1% 835% 4,456 3.20%  3,354%
Nuclear Medicine 2,658 3.6% 30% 4,310 3.5% 1,705% 4,694 3.40%  6,640%
Obstetrics and Gynecology 1,450 2.0% 34% 2,504 2.0% 318% 2,949 2.10%  4,918%
Ophthalmology 2,361 3.2% 39% 3,454 2.8% 5,288% 3,543 2.50%  45,700%
Orthopaedics 1,898 26%  54% 2,792 22%  2,348% 3,038 2.20%  3,200%
Otolaryngology 711 1.0% 72% 1,160 0.9% 350% 1,311 0.90%  9,800%
Pathology 10,352 13.9%  13% 20,333 16.4%  365% 23,828 17.10%  3,206%
Pediatrics 3383 4.6%  34% 5,453 44%  1,115% 5,865 420%  6,520%
Radiology 14,228 19.29%  24% 22,608 182%  1,331% 25,319 18.10%  6,347%
Radiation Oncology 1,978 2.7% 28% 3,178 2.6% 2,089% 3,381 2.40%  8,411%
Rehabilitation 3,049 41%  16% 6,715 5.4%  196% 8,301 5.90%  3,133%
Plastic Surgery 617 0.8% 126% 868 0.7% 766% 1,053 0.80%  7,475%
Preventative Medicine 981 1.3% 30% 1,498 1.2% 3,660% 1,535 1.10%  37,500%
Psychiatry 2,728 37% 4% 5,091 41%  1497% 53063 380%  7,750%
Neurology 3,565 4.8% 20% 5,832 4.7% 2,855% 6,055 430%  7,547%
Urology 2,513 3.4% 32% 4,512 3.0% 124% 6,435 4.60%  1,700%

dominated both searches, with only the clinical trial data
resembling the non-normalized data (see Supplementary
Figures S2-S5 for normalized specialty rankings).

A brief sample of some notable and trending topics and
Al utilizations were reviewed in each specialty (Table 3).
Overall, Radiology and Pathology proved to be the most
researched and attractive fields. Therefore, we will high-
light some key components and technologies to the
research surveyed in radiology and pathology.
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AI Applications in Radiology

Medical imaging encompasses the broader spectrum of
radiological applications in multispecialties. There are 3
major components of medical imaging in which AI is
most applied to: acute, chronic and prognostic tasks. The
premise of computer vision-based Al platforms in medical
imaging is the usage of computer-aided detection techni-
ques in recognizing patterns in visual information fol-
lowed by analyses and generating conclusions based on

JSLS  www.SLS.org
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Timeline of Articles Yielded in the Past Twenty
Years with Artificial Intelligence Per Specialty
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Figure 4. Timeline of medical specialties and the number of publications regarding Al per year between 2003 and 2023.

such data. Computer vision’s automated image processing/
segmentation and prognostic optimization takes advantage
of Computer-Aided Detection and Diagnosis (CADD) sys-
tems which is the major field for Al based computer vision
analysis of medical imaging to make decisions and diagno-
ses.”® The specific tasks CADD Al engages in are classify-
ing images and assigning labels, describing and outlining
notable structures, categorizing whole parts of the image
and segmenting specific structures and making discrete
labels.”

CADD has been employed in both triaging acute disease
and diagnosing chronic disease. Emergency triaging of
acute disease using CADD Al with imaging includes, but

July=September 2025 Volume 29 Issue 3 €2025.00041
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is not limited to, acute coronary syndrome, pulmonary
emboli, coronary stenosis, acute appendicitis, acute pan-
creatitis, acute intracranial hemorrhage/stroke, pneumo-
thorax, pleural effusion, acute internal injury, bowel
obstruction and acute gastrointestinal bleeds.*° Specific
applications are further delineated in Table 2.

Diagnosis of chronic disease using CADD in imaging
includes polyp, lesion and adenoma detection, classification
and analysis during colonoscopy or small capsule endos-
copy, identification of ulcers, bleeding, lymphangiectasia.'”'®
It further includes classification and grading of ulcerative
colitis and bowel inflammation, detection of benign/prema-
lignant/malignant neoplasia during upper gastrointestinal

JSLS  www.SLS.org
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Number of Publications Within 10 Years with Al in the Title
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Figure 5. Medical specialties and their respective number of publications with “artificial intelligence” in the title.
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Figure 6. Medical specialties and their respective number of clinical trials with “artificial intelligence” in the title.

endoscopies and Barrett esophagus and H. pylori identifica-
tion from endoscopic footage.'"™”'® CADD of pulmonary,
laryngeal, esophageal, sinusoidal, cervical, endometrial, uter-
ine, ovarian, prostate and genitourinary lesions and lymph
node metastasis are additional known uses.'”' Detection of
subretinal fluid, macular edema, diabetic retinopathy from
optical coherence tomography and fundus photography are
hallmarks in ophthalmic imaging as well.**** CADD of
neuroprogression in psychiatric and neurodegenerative
disease, brain metastases, trauma and cord pathology
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can be employed.? % Further analysis includes CADD
of fractures, tears, rheumatoid and osteoarthritis, fibrosis
and site infections.?>™*’

Radiographic segmentation is a crucial step in determin-
ing diagnosis or deciding specific therapy. Al automates
the process of auto segmentation of spinal imaging for
recommended injection/instrument placement or radio-
therapy dosimetry/positioning.>*** Findings can be inte-
grated into electronic health record systems for automatic

JSLS  www.SLS.org
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Table 3.
Summary of Notable Topics in Each Medical Specialty

Medical Specialty

Summary of Current Topics

Reference

Allergy and
Immunology

Anesthesiology

Cardiothoracics

Colorectal Surgery

Dermatology

Emergency Medicine

Family Medicine
(Primary Care)

Hepatobiliary

Internal Medicine

Gastroenterology

LLMs are useful in providing clinical summaries with limited diagnostic and evidence
based assistance.

Analysis of depth of anesthesia, signals for alertness/awakeness, discrimination of awake
vs coma, alert system for organ failure and sepsis, identification of pain using whole
brain scan analysis, nociception identification skin conductance.

CADD using CT, ECC, Coronary Angiography, Echocardiogram to address acute coro-
nary care involving acute coronary occlusions and disease, dilated and hypertrophic car-
diomyopathy, arrhythmia, pulmonary emboli, aortic and coronary stenosis, cardiac
amyloidosis.

Neural network classifying colorectal relapse based on genetic markers. CP-ANN detec-
tion of colorectal mutations. Polyp and adenoma deep learning detection during colono-
scopy, classification of lesions using virtual staining technique.

CNN usage of comparable or increased accuracy/sensitivity of classification of skin
lesions from dermoscopic and non dermoscopic test images. CADD dermatoflouroscopy
may provide more information than traditional dermatoscopic photography for mela-
noma detection. DL comparable or superior classification and triage of melanoma.
Assistance of nonderm primary care assessment of lesions. Ensuring equitable data min-
ing and buttressing against worsening health-care disparities in underrepresented groups
using model abstention. Increasing accessibility by improving teledermatology standards
using Al

MLP prediction of emergency hyperglycemic crises. Selection of patients for mechanical
thrombectomy following large vessel occlusion. Morphological analysis of plaque in
occlusions, diagnosis of large vessel occlusions. Faster triage in stroke patients.
Detection of acute coronary occlusion myocardial infarction. (OMIAD.

Limited LLM applications but potential utility when responding to particularly negative
EHR messages which contribute to burnout. Continuous AI-EHR alert system for high
risk of adverse outcome or health effect. Assist in administrative loads leading to burnout
(scheduling, billing, documentation, referrals, literature).

Al-based prediction models of inflammatory and immune gene signatures in hepatocel-
lular carcinoma. Deep learning analysis of video capsule endoscopy, improving identifi-
cation of small-bowel ulcers, polyps, bleeding, lymphangiectasia, follicular hyperplasia,
lesions, diverticula and inflammation. Faster processing and speed of analysis. Improved
prediction of acute pancreatitis in ANN models with fewer input parameters. CADD
using endoscopic ultrasonography imaging to identify and classify pancreatic adenocar-
cinoma. Real-time augmented reality using Al-segmented CT images superimposed dur-
ing pancreatectomy.

There are over 200 ML based medical devices approved in the United States for the pur-
pose of monitoring/managing internal disease such as diabetes, hypertension, sleep
apnea. CADD of diabetic retinopathy without an ophthalmologist. Artificial intelligence-
assisted body composition risk assessment for TAVI using muscle/fat density.
Hypertensive and cardiovascular disease prediction using lifestyle, biochemical and
body examination parameters.

CNN and SVM detection and classification of neoplasia from upper gastrointestinal en-
doscopy in Barrett's esophagus. Prediction of H. pylori from conventional endoscopy
footage. Delineation between noncancerous and cancerous areas from NBI, BLI and
UGI images. Gastric bleeding risk prediction. Premalignancy, polyp and helminth during
colonoscopy. Inflammatory bowel disease prediction using genomic data. CNN grading
of ulcerative colitis and site-specific inflammation from colonoscopy. Prognostic algo-
rithms for acute gastric bleeding.
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Table 3.
Continued

JSLS

Medical Specialty

Summary of Current Topics

Reference

Medical Genetics
and Genomics

Neurosurgery

Nuclear Medicine
Obstetrics and

Gynecology

Ophthalmology

Orthopedic Surgery

Otolaryngology

Pathology

Pediatrics

Physical
Rehabilitation

Plastic Surgery

Preventative
Medicine

Psychiatry

Construction of deep learning models which predict immunotherapy outcomes based
on genomic, epigenetic and transcriptomic data. Construction of genomic signatures
based on these parameters to stratify risk in patients. Development of increased sensitiv-
ity and awareness to new biosignatures (chemokines, cell stemness, angiogenesis, DNA
methylation) using DL genomics, transcriptomics, epigenomics.

Identification of patients' intra/peri-operative outcomes such as risk for CSF leak, hemor-
rhage or ischemia during/after endosurgery. ML 3D auto segmentation of spine and Al-
recommended placement for spinal fusion instrument placement (rods, plates, screws).
Neuro-ICU ML assistance in managing large intensive uneven patient datasets.
Smartphone Al application to increase patients adherence to postoperative antiplatelet
therapy.

Detection of pathology, monitoring and planning of treatment pathways and manage-
ment/analysis of radiomic features and meta-data.

CNN prediction of cervical, endometrial, uterine and ovarian diagnosis, survival and
lymph node metastasis. Cardiotocography and uterine electrical signal analysis to detect
episodic changes, preterm labor and general monitoring of labor. NN development of a
noninvasive test for ovarian cancer using circulating miRNA.

CNN detection of more-than-mild diabetic retinopathy from fundus photography and
macular edema from optical coherence tomography. Meibography analysis and classifi-
cation of dry eye. Keratoconus staging and classification. ML at adjuncts for visual field
detection of preperimetric glaucoma up to 4 years in advance of clinical diagnosis.
Refractive error detection smartphone app.

Fracture, ACL/PCL, osteoarthritis, site infections and optimal injection point detection
and prediction. Clinical outcome prediction following total joint arthroplasty. CADD of
disc pathology utilizing CNN labeled and segmented MRI images with 97% accuracy.
Musculoskeletal biomechanical applications of testing stress, load and gait for both dis-
ease affected tissues and patient specific data.

Potential in ML detection of laryngeal cancer, benign mucosal disease and vocal cord
paralysis.

Synthesis of histopathological and DNA/transcriptional-level features (-omics) under the
direction of AI can offer more specific subclassifications of malignancies. CADD of histo-
pathological data aids diagnosis by reducing variability and pathologist workload.

CNN analysis and identification of dental caries, ectopic eruptions, plaque and forensic
age estimation. One development of an Al pediatric diagnostic framework which was
comparable to physician diagnosis. Limited image-based deep learning CADD of IBD
and/or colorectal cancer screenings. Radiomics.

Robot assisted exoskeleton for the purpose of walking and rehabilitation.Restoration of
limb movement utilizing ANN intracortical brain-computer interface.

ML assessment for risk of microvascular flap failure, seroma, infection, lymphedema,
capsular contraction and postoperative persistent pain in breast, head/neck, back and
extremity reconstructive surgery. Al quantification of esthetic outcomes from facial rec-
ognition and skin analysis to improve patient awareness of outcomes and evidence-
based surgery.

Total Al integration with big data for the assessment of risk in all fields for disease using
multilevel multifactorial risk detection including disease progression, risk of suicide and
comorbid progression from treatment (toxicity, failure). ML integrated wearable devices
for the purpose of monitoring internal diseases. Al-assisted health program on workers
with head/shoulder, neck and back pain and stiffness to improve symptoms.

Multiple publicly available LLM chat/therapy bots exist to decrease loneliness and offer
similarly judgment-free and emotional wellness coping strategies. Prediction of PTSD
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Table 3.
Continued

Medical Specialty

Summary of Current Topics Reference

Neurology

Radiology

Radiation Oncology
and Interventional
Radiology

General Surgery

Thoracic Surgery

Urology

using predeployment blood sample data. Potential AI monitoring of smartphone, Fitbit
and social media information to detect psychiatric relapse.

MDD pharmacogenomic ML generation and identification of SNP-linked treatment out- 56,65,104,105

comes. Al driven prognostication of the structure and function of proteins, their interpro-
tein interactions and drug-protein interactions. Al identification of neuroprogression in
psychiatric illnesses using ML analysis of fMRI neuroimaging. AI discrimination of late-
onset AD versus traditional aging using MRI data. DL decoding, classification, detection
and identification of mental visual imagery from neuroimaging during sleep and activity.

CNN/DL detection, identification, classification and diagnosis of cancer utilizing radio- 3,762

graphic imaging (MRI, CT, PET, fMRD) in colorectal, cardiothoracic, neurological, genito-
urinary, hepatobiliary and all other internal subspecialties. Real-time augmented reality
using 3D-reconstruction of Al-generated imagery for intraoperative improvement of tu-
mor and anatomy visualization.

Automated segmentation of OAR delineation for radiotherapy dosimetry. Improved con- 28,62,64,106
touring accuracy using CNN-based automatic contouring. Reduced reliance on subjective

clinical physics and development of voxel-by-voxel optimal dosimetry utilizing individ-

ual patient data. Prediction of radiation induced toxicity. Deep learning real time adapt-

ive radiotherapy using image reconstruction and motion estimation. Al-assisted robotic

navigation of catheterization, alongside augmented reality for intraprocedural visualiza-

tion from radiographic information. Al-analysis of radiomics, genomics and transcrip-

tomic information could better improve selection for interventional radiology.

CNN recreation of augmented reality for intraoperative enhancement of features of inter- 5.5781.97.97.107

est. Preoperative risk assessment, intraoperative monitoring and event detection/predic-
tion and postoperative morbidity and mortality prediction. Infancy of truly autonomous
Al-controlled robotic surgeries. Al-enhanced and generative interactive simulation for
surgical education.

CAD of lung nodules and differentiating on malignancy and classification using CT, MRI, 12,107.108
and nuclear medicine. Al classification and identification of lung adenocarcinoma or
squamous cell carcinoma using quantitative histopathology images. Pulmonary function
test analysis, pattern recognition and diagnosis by Al Real time classification of anatomy
during laryngoscopy/bronchoscopy.
21,109

Prediction, classification, staging, and/or diagnosis of prostate biopsy, urine cytology,
urinary continence, stone free status and risks in renal failure, mortality, and recurrence.
Al analysis of surgeon performance to predict patient outcomes in radical prostatectomy.
Al identified gene signature identification of bladder cancer progression. Urolithiasis
identification, composition and time-to-passage prediction.

LLM, limited-language model; CT, computer tomography; ECG, electrocardiogram; CP-ANN, computer programmed artificial neural
metwork; CADD, computer assisted detection and diagnosis; MLP, machine learning program; Al, artificial intelligence; HER, electronic
health record; ANN, artificial neural network; ML, machine learning; CNNL, convolutional neural network; SVM, support vector
machines; NBI, narrow band imaging; BLI, blue light imaging; UGI, upper gastrointestinal; DL, deep learning; CSF, cerebral spinal
fluid; NN, neural networks; ACL-PCL, anterior cruciate ligament-posterior cruciate ligament; MRI, magnetic resonance imaging; IBD,
irritable bowel disease; MDD, major depressive disorder; SNP, small nucleotide peptides; fMRI, functional magnetic resonance imag-
ing; AD, Alzheimer’s disease; PET, positron emission tomography; OAR, organs at risk.

flagging, enhancing the integration of CADD systems in diagnostics, automated processing/segmentation and

clinic.**

AI Applications in Pathology

prognostic enhancements. Furthermore, virtual stain-
ing and the simulation of histopathological staining
(immunohistochemistry, immunofluorescence, he-
matoxylin and eosin) partnered with machine-learn-

Carrying forward the premise of CADD systems into ing automated diagnosis offer faster, more efficient
pathology, the technology is similarly purposeful in and less costly methods for pathological analysis.*
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CADD of unique features in histological imaging and
data provides diagnostic support to both pathologists
and medical researchers.?'~%*

Quantitative capabilities of cell counts, density and structure
identification are key features to CADD in Pathology.®*
Classification, staging, grading, structural segmentation, fea-
ture identification of sampled tissue are all focal points of
research in CADD in Pathology.**¥ " Analysis of cellular ma-
trix, cytoplasmic material, membranous components, nuclear
features and chromatin structures are additional areas of focus
in CADD. Additionally, the tumor microenvironment for bio-
marker expression such as cellular receptors and matrix pro-
teins is another key strategy being employed to enhance
current practices in pathology research particularly. !

Additional usages of Al in medical pathology offer the
potential to improve standardization tools for pathological
grading. There lies variability in grading, which can lead
to downstream candidacy determination issues in a vari-
ety of disease and treatment.”*** Al has been offered as a
tool to standardize these variations, offering improved
diagnostic and prognostic grading/scoring tools.***~*7 In
this endeavor to improve identification and scoring comes
the offer to better predict prognosis and response to treat-
ment. Al has been used to predict therapeutic success
using molecular and cellular data. %"

AI Applications in Medical Industry

In order to assess the weight of Al utilization outside of
medical academia and instead on current applications on

A Application of Medical Al Products
20

-
o

10

Number of Products

JSLS

the market, we conducted a survey of 80 med-tech prod-
ucts using Al using the Google search engine. In it, we
collected the specialty associated with the product, the
general application of the product, the technique of Al uti-
lized and whether the product fell into medical-imaging
or not. Radiology/Pathology comprised 1/3 of the total
medical AT publications in the last 20 years. Similarly, 31%
of the products surveyed were CADD products for medi-
cal imaging. Despite this similarity, this percentage is
much less than expected given the already understood
depth of mostly imaging-based AI applications in the
other medical specialties (Cardiology, Gastroenterology,
Obstetrics and Gynecology, Orthopedics, and Emergency
Medicine). Interestingly, primary care was the most used
application of AI (25%) when separated by specialty, fol-
lowed by research and drug discovery (18%), internal
medicine (6%), yet 31% of the total was imaging based
technology in a multitude of specialties (Surgery,
Obstetrics and Gynecology, Cardiology, Ophthalmology,
Orthopedics, Cardiology, Neurology, and unspecified
Radiology applications) (Figure 7).

DISCUSSION

AT has been an exciting and controversial discussion repre-
senting a major landmark in medical sciences. Untapped
and largely misunderstood, there is potential to revolution-
ize all fields of medicine, patient care, medical administra-
tion and treatment discovery. This study demonstrated that
current applications are largely of an imaging-based

B

e Other

* Imaging Based
Product

Figure 7. AI utilization in the medical industry after surveying 80 medical AI products. (A) Number of products per specialty or spe-
cific utilization. Primary care includes a variety of applications from internet triaging to wearable medical devices to monitor patient
at-home. (B) Proportion of products utilizing computer vision in the medical imaging space, including live intra-operative and endo-
scopic technology.
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domain. Computer vision is the field of AI which incorpo-
rates image-processing techniques to achieve decision-
making algorithms. CADD is the specific application of
convolutional neural networks (CNN) and computer vision
into a clinical and diagnostic setting. The general process
can be described in six steps which are edited and opti-
mized by the CNN itself.>>! In order to help visualize this
process, a graphic was generated highlighting an example
of converting an image of a cat into a probabilistic decision
by the AI (Figure 8; see Appendix 1 for full explanation).

Radiology and Pathology dominate, but fields like
Cardiothoracics, Gastroenterology, Obstetrics and
Gynecology, Orthopedics, and Emergency Medicine
also show high Al engagement. All of these fit in the com-
puter-vision side of Al in medical research. Genomics,
Nuclear Medicine, and Preventative Medicine are still
developing, and despite them taking advantage of machine
learning, their popularity compared to vision-based Al
underscores this dichotomy observed between imaging
and nonimaging Al utilization in medical literature. Despite
that, upon proportionally normalizing publication data
by number of physicians in each specialty, Genomics
and Nuclear Medicine emerged as front runners, high-
lighting a nuanced field where these specialties are dis-
proportionately involved in research. We hypothesize

on a couple of explanations below, however these all
remain significantly understudied and serve as potential
avenues for exploration.

This study found that despite the robust output of Al
related projects, only 1.7% (273) of the ~15,000 papers
with AT in the title were found to be clinical trials per the
database’s autofilter for “randomized-controlled trials”
and “clinical trials.” This polarity contributes to an emerg-
ing perspective of a more underwhelming perspective of
AI utilization. This gap provides a framework for future
exploration that combines clinical review with industry
analysis and real-world implementation trends. One of
the reasons for this dichotomy could lie in the retrospec-
tive and redundant nature of computer vision medical Al
Data collection and Al training can pose great difficulty,
however there exists no shortage of colossal databases
online for radiological/pathological CNN training.”*”> In
conjunction with open-access Al architectures, computer
vision studies often present a game of mix-and-match
where each and every combination of dataset-annotators-
CNN-medical specialty-tissue/imaging models are tested.
Additionally, there lies great skepticism in implementing
these techniques into a clinical setting due to the litany of
concerns surrounding transparency, medical ethics and
preclinical demonstrations—which are discussed later.

How Computer Vision Works

Data
Mining

Data
Selection

Data
Annotation

—

CNN Training —| Implementation

Convolutional
Layers

ol 19, 20, 20, 20, ctc.... [

A1l Output
—— Pooling —— Flattening ——> Connected — L
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/0088
[ S S0 s Sied Rane
[} 0‘. .‘. [ ]

Other:

B

Figure 8. Demonstration of how computer vision Al technology works using the perspective of what the Al “sees” and what that
would look like to humans. See Appendix 1 for full details. Created in BioRender. Popover J (2025) https://BioRender.com/d99s727.
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This could make AT clinical trials much harder to imple-
ment and gain approval in comparison to retrospective
“test-runs.”

This study examined the extensive utilization of Al in the
medical specialties and provides a brief overview of some
notable task-specific utilization. The potential for manag-
ing acute and chronic disease, optimizing therapeutic strat-
egies and enhancing therapeutic and disease prognosis is
great. Currently Al stands suitable in identifying visual in-
formation and some correlational predictive modeling. Al
can consider nonlinear relationships and modify its own
filters, weights and algorithm architecture which may
reduce the variability between diagnosis and disease man-
agement/treatment. Through the integration of qualitative
patient-specific health, behavioral, and demographic data
with precision-based fields such as genomics, epigenom-
ics, transcriptomics, proteomics, metabolomics, and radio-
mics along with traditional imaging and laboratory data
into large scale, multileveled Al systems, the insurmount-
able heterogeneity of disease and patient care can be
addressed as evidenced here **°>#530:56-65

This concept of “big data” has fueled the conversation on Al
in healthcare, with disputing cases for greater collection of
data to fuel Al research, with some arguing the opposite—
that the overload of excess and unorganized data can create
certain risks such as overfitting, over generalizability, poor
specificity to realistic clinical data and underrepresentation
for certain racial, ethnic or socioeconomic minorities.®>%7!
Additionally, more data may be more problematic, as Als
which have been trained on data for one task, fare worse
than if they were to be trained on data specific for the task
for which they are accomplishing.”

Overgeneralization of one population is a concern in cases
of repurposed datasets, as it can mask a clinic’s true patient
population representing entirely different sets of demo-
graphics based on location and service offered. Having spe-
cific and representative datasets to the task at hand can
mitigate these risks. Other risks include the “black box”
phenomena, which is the idea that AI makes decisions,
conclusions and self-optimizes in a way that is veiled and
unobservable to the developer and the clinician.®*7
Similarly, this process can also be seen in even the human
contributors to the studies, with specifics to training not
being explicit in methodology.'* A proposed solution is the
embracing of “explainable” machine learning, whereby it is
a crucial component to have an Al capable of informing its
user on how it makes its decisions/optimizations.”>”>

Limitations of this study lie in the redundancy of research
and the sheer mass of papers examined. Group 1 gives a
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sound overview of the Al discussion in research, but lacks
clarity to what extent Al is truly represented in these
articles, given the sheer mass yielded and no qualitative
assessment was undertaken. Despite this, results between
the groups are comparable suggesting this is a limited
concern. When looking at specialties, we attempted to
normalize data to the proportion of board certified diplo-
mates in the United States, which could conversely distort
the data as the articles screened were multinational in na-
ture. Another drawback is an overlap of articles found
between searches of two or more specialties. This could
contribute to inflated findings of publication data if the
same article of “Artificial intelligence and radiomics in pe-
diatric molecular imaging” is found in both radiology, pe-
diatric and radiation oncology results.”> A strong and
robust meta-analysis looking into the specificity of clinical
trial data and qualitatively sorting clinically relevant Al
findings is necessary and would improve upon this birds-
eye view examination. We have demonstrated a sound
proxy for AI utilization but would recommend adding
additional search criteria including “computational model,”
“deep learning,” and “machine learning” to give greater
specificity to the type of Al being leveraged. Additionally,
given that most data has been published within the last
2years, we recommend keeping literature searches limited
to more recently as we have accomplished a 20-year per-
spective on Al trends in medicine. Finally, in order to bet-
ter understand the differences between academia and
industry, research at the intersection of human behavior
and Al implementation may prove useful to better under-
stand and guide Al integration.

CONCLUSION

Radiology and Pathology dominate current research,
which leaves much room to be filled with the other medi-
cal specialties. Applications can take inspiration from the
brevity of research in Radiology and Pathology but have
great potential outside visual machine learning, including
app and home device development, patient compliance
and behavioral tracking, predictive risk modeling, work-
flow/treatment plan optimization and incorporation of
genomic, transcriptomic and other biochemical markers
for disease. Al in the med-tech market matches the boom
in medical imaging applications that is observed in aca-
demia, yet the major participants in machine learning lie
also in primary care and drug discovery. Currently, there
are limited commercial instances of Al utilization benefit-
ing clinics and a notable lack of ATl based clinical trials.
This suggests that innovation will move outside the status
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quo of clinical trials. More research needs to be under-
stood on the marriage between clinical science and
Al and the pitfalls associated with it. Physicians, educa-
tors and leaders alike need to arm themselves with ro-
bust and intimate understanding of Al in order to make
better decisions with Al and understand its potential
and shortcomings.
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Appendix

Appendix 1 (Figure 8 explained in detail):

First, data is uploaded to the learning algorithm which is pre-
annotated/manipulated for the CNN to “learn” what — for
example — a cat looks like (features, shapes, edges, colors).
There are a great many strategies through which learning
takes place, however these are out-of-scope50. Secondly, the
convolutional layers take a new image and convert each pixel
or region of pixels to a specific value using filters — or “ker-
nels”. These kernels are responsible for transducing visualin-
formation to 2-dimensional numerical sets and, similar to
human eyes, are a critical area of optimization during train-
ing.

In order to simplify this complex dataset, a technique called
pooling is utilized. One can imagine this is the equivalent to
zooming out of an image of a cat allowing only the most per-
tinent and obvious features to be visible. The CNN will then
recognize these prominent features, such as the edges
between two objects, the colors/shadows of a certain area
and the shapes of structures and recalculate a 2-dimensional
set of values to represent this newly simplified “blurry” pic-
ture.

This convolutional-to-pooling process can occur multiple
times and is a target for adjustment and training. When
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optimizing, the Al will learn what algorithm to use in order to
achieve the most accurate representation of the original data-
set, while improving the recognizability of the new dataset.
The next technique involves the reorganization of 2-dimen-
sional data into a 1- dimensional set of numbers in a process
called “flattening”. Imagine the blurry and pixelated photo of
the cat being deconstructed into long strings and layed out in
order. The numbers here are not changed, only reorganized.

The fifth and most crucial step in the CNN is the neural net-
work itself. At this point, you may have multiple “starter neu-
rons” receiving input information in the form of these long
strings created during flattening. Each neuron is connected to
each and every neuron in the next “layer” so to speak, similar
to the brain. At each layer of neurons a more complex inter-
pretation of the data would result and this deconstructed
image would look more like a list of features such as “feline
eyes, pointed ears, orange fur”. The final step provides a dis-
tribution of potential identifications with an associated proba-
bility to determine the most accurate outcome — being a
cat.
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